


The End-to-End Fallacy

Con: early error propagation

Con: sensitive to noisy ASR transcription

Pro:  relatively tons of ASR and MT data

Pro:  post-processing (e.g. ROVER) / external models for ASR

Pro:  no intermediate representation

Pro:  no intermediate representation

Con: less ST data + less data efficient with ASR & MT 
pre-training multi-task (wasted subnets)

Con: single retrieval stage

Image Source: Salesky & Black https://www.aclweb.org/anthology/2020.acl-main.217.pdf

Fully Cascaded Fully Direct
(w/ multi-tasking)

???

ASR Enc

ASR Dec

Transcript

MT Enc

MT Dec

Translation

Transcript

ASR Enc

ASR Dec

Transcript

MT Enc

MT Dec

Translation

Transcript



Hybrid Approaches to Speech Translation

1. Multi-Decoder with Searchable Hidden Intermediates

2. Minimum Bayes-Risk Decoding



Multi-Decoder 
(ASR Searchable Hidden 

Intermediates) 

Multi-Decoder vs. Cascade vs. Vanilla E2E

Fully Cascaded Vanilla E2E
(Multi-tasking Regime)

❏ Beam search over ASR output w/ use of external models (e.g. LM, CTC)
❏ Use of post-processing to improve ASR output (e.g. ROVER)
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Multi-Decoder with Searchable Hidden Intermediates

+Searchable Hidden Intermediates: ASR 
decoder representations are retrieved (e.g. via 
beam search) and passed to the ST Encoder

Siddharth Dalmia, Brian Yan, Vikas Raunak, Florian Metze, and Shinji Watanabe, “Searchable Hidden 
Intermediates for End-to-End Models of Decomposable Sequence Tasks,” Proc. NAACL’21 (link)

https://arxiv.org/abs/2105.00573
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+Hierarchical Encoder: re-orders speech encoder 
+Joint CTC/Attn ST Decoding: length normalization
+ASR CTC Sampling: simulates ASR errors in training
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Multi-Decoder with Searchable Hidden Intermediates

+Hierarchical Encoder: re-orders speech encoder 
+Joint CTC/Attn ST Decoding: length normalization
+ASR CTC Sampling: simulates ASR errors in training

+2.4 
BLEU

Siddharth Dalmia, Brian Yan, Vikas Raunak, Florian Metze, and Shinji Watanabe, “Searchable Hidden 
Intermediates for End-to-End Models of Decomposable Sequence Tasks,” Proc. NAACL’21 (link)

https://arxiv.org/abs/2105.00573


Guiding Multi-Decoder Representations

ASR Decoder:
● We retrieve the hidden representations for ASR 

outputs generated by ROVER combination
● No intermediate beam search is required

ST Decoder:
● External MT/ST models are used for posterior 

combination, along with joint CTC/Attn. ST decoding

*we do not consider these Multi-Decoder variants to be purely E2E

ROVER 
Intermediates

MT/ST Posterior 
Combination

Siddharth Dalmia, Brian Yan, Vikas Raunak, Florian Metze, and Shinji Watanabe, “Searchable Hidden 
Intermediates for End-to-End Models of Decomposable Sequence Tasks,” Proc. NAACL’21 (link)

https://arxiv.org/abs/2105.00573


Minimum Bayes-Risk Decoding

System 2

Translation

BPE Sequence

System 1

Translation

BPE Sequence

● Posterior comb. distinct BPE vocabularies?

● ROVER-like align-then-vote - fit for translation?



Minimum Bayes-Risk Decoding

System 2

Translation

BPE Sequence

System 1

Translation

BPE Sequence

● Posterior comb. distinct BPE vocabularies?

● ROVER-like align-then-vote - fit for translation?

● Both systems generate candidates and samples

● Risk of each candidate is measured as the avg. 
BLEU against all of the samples as references

● Systems can be black boxes

BLEU metric

Candidate set

Sample set



Minimum Bayes-Risk Decoding

+0.6/+1.0 
BLEU

+1.3 
BLEU



Thanks!


