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System Overview
1. Offline ST using joint CTC/attention with self-supervised speech/text representations
2. Offline-to-online adaptation via chunk-based encoding and incremental beam search
3. Cascaded simultaneous S2ST by feeding incremental text outputs to a TTS model

Data: 
● MuST-C + Tedlium (w/ MT pseudo-labels) for ST
● CommonVoice subset for TTS

Offline ST: Joint CTC/Attention + SSL/LLM 

WavLM is frozen,
Learn weighted 
combo over layers 

Feed-forward and self-attention 
layers are frozen

2x downsampling

● Large scale model (~900M trainable params) with WavLM and mBART initializations

Pre-trained on ASR
4.6 WER on tst-COMMON

Cascaded Simultaneous S2ST

Incremental Encoding
Re-compute encoder representations for each 
incremental chunk of speech

○ 2s for speech-to-text
○ 2.5s for speech-to-speech

Offline-to-Online: Incremental Encoding/Decoding

End-of-chunk detection

Joint CTC/attn scoring

Pruning

● Directly use offline ST model for online inference via incremental strategies

Incremental Decoding

Re-computed representations (WavLM front-end and 
conformer encoder) lead to better translation quality

*this re-computation has a computational cost which is not 
captured by lagging metrics

Results

-2.1 BLEU

-3.7 BLEU

● 6% quality degradation from ST to SST (~60% lagging reduction)
● 12% quality degradation from SST to SS2ST (includes ASR errors from ASR-BLEU)

Characters

Image Source: Conditional Variational Autoencoder with 
Adversarial Learning for End-to-End Text-to-Speech

● Single-speaker VITS TTS model with character input

● CommonVoice data selection:
○ Evaluated the speech quality (DNSMOS) of top 5 most 

speakers by # of utterances
○ Set a threshold of 4.0 for selecting utterances
○ Choose the single speaker with most hours (12h)

● Cascaded inference on incremental text decodings 
(which correspond to ~2.5s of input speech)  


