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Joint Training with Hierarchical CTC Joint Decoding with Output-Sync Beam Search

CTC vs. Attention Joint CTC/Attention: Results

Robust End-DetectionReduced Soft Alignment Burden

Positive Ensembling Effect

TLDR
● What did we do?

○ Applied joint CTC/attention to MT/ST with only minor changes from ASR

● Why did we do it?
○ CTC may be weaker for translation, but attention is not perfect either
○ CTC and attention have complementary properties

● How can I try it too?
○ Code and recipes are open-sourced in ESPnet


